
Head of Research & Development

Christoph Dietzel

Safe and Secure Operation of an IXP



2



3



4



5

DE-CIX Frankfurt last 5 years traffic - statistic
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Generic IXP Topology – Layer 3 View
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Generic IXP Topology – Layer 2 View
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Route Server I
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Customer 3

𝑁∗(𝑁−1)

2
Sessions 

Customer 1

Customer 0 Customer 2

213.209.144.0/24

131.99.0.0/16

194.145.150.0/23



10

Route Server II
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Control Plane != Data Plane



Safe and Secure Route Server Software



Realistic Peer Generation & Simulation

Emulation of peers with ExaBGP (https://github.com/Exa-Networks/exabgp)

One ExaBGP process per peer

Real world peer snapshots from DE-CIX route servers

Auto generated ExaBGP configs incl.:

Session Hold timers

Announced prefixes

AS-Path, BGP next hop, local pref,

(extended) BGP communities, ...

Export from per-customer RIBs

Includes all filtered prefixes as well

~ 720.000 routes in ExaBGP configs
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LIVE 

Routeserver

https://github.com/Exa-Networks/exabgp)


What do we measure?
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BGP best paths

All received BGP routes

CPU utilization in %

Memory usage



Emulate packet loss and delay with an existing tool (https://github.com/tylertreat/comcast)

Makes use of iptables and tc (on Linux)

Simulate L2 problems and emerging peer flaps

High Loss leading to missed keepalives

Will result in peer flaps

Example: simulate entire switch / linecard failures

generate 100% packet loss for a given time

No flaps, but high number of sessions go down

RS needs to calculate new best paths / send withdraws

Simulation of L2 problems
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https://github.com/tylertreat/comcast)
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BIRD Memory Leak / Cisco Bug

Detection and investigation of a memory leak in BIRD

Customer facing Cisco bug CSCus56036, graceful restart (4s)

Memory leak, BIRD process killed by OoM killer

Comunicate with developers, bug fixed in BIRD v1.6.3

Reproduce scenario and test effectiveness of fix

https://quickview.cloudapps.cisco.com/quickview/bug/CSCus56036


Graceful Restart bug
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one peer flappingRS convergent
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Simulation of a realistic L2 disruption

328 peers for 800s (e.g. caused by an edge switch SW-upgrade) 
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L2 interrupt for 328 peers (800s)

L2 interrupt for 328 peers (800s)

BGP best paths

All received BGP routes

CPU utilization in %

BIRD v1.5.0 (Multi-RIB config)

BIRD v1.6.3 (Multi-RIB config)



State of Internet Robustness



Research Goals

Outage detection

Outage localization

Outage tracking



Detecting Peering Infrastructure Outages in the Wild
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Detecting Peering Infrastructure Outages in the Wild
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De-noising of BGP Routing Activity

The aggregated activity of BGP 

messages (updates, withdrawals, 

states) provides no outage indication.

The BGP activity filtered using 

communities provides strong 

outage signal.
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Detecting Peering Infrastructure Outages in the Wild
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Conclusion

Crucial to understand important software (and it’s limitation)

Simulation/emulation is key to understand distruptions

Help to improve the entire Internet eco-system


